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Abstract—Nowadays, most telecommunication companies  The clustering model is a more suitable data mining
use data mining algorithms to analyze and profile teir ~ approach to find natural groupings within mobile
customers based on their communication behaviour. customers, based on their mobile usage behavioil i
However, similar analysis can be elaborated on callata  [4] paper demonstrates how Self-Organizing Maps, an
available to any organization that use any type of unsupervised learning neural network paradigm, loan
communication technologies (e.g. mobile, PBX, VoIP, used for clustering mobile customers based on &ie c
teleconference). Therefore, in this paper we invesfate how  detail record. The major clustering techniques are
data mining algorithms can be used to characterize classified into partitioning methods, hierarchiosgthods
employers’ communication patterns and their influerre on  and density - based methods. Several algorithmsisee
business related activities. for clustering purposes. The algorithms can be dase
supervised or on unsupervised learning. Supervised
learning uses one or more manually clustered daitairig
sets in order to assign new data set members stectu

Both IP multimedia communication and Unsupervised learning finds the underlying pattéfram
telecommunication industries generate and storee hughe data set autonomously and proposes these stsrslu
amount of high-quality data, which can be usedxtoaet  [4].

relevant information related to business specific paig mining process is used in a large variety of
parameters. Due to the size of data, a human asatys ,ciivities in business, science and engineeringnéke
network data and customer data [1]. NowadaySpatterns and relationships in the database. Moshef
telecommunication companies utilize data mining tGesearch in this domain shows that in the
improve their marketing efforts, identify fraud and tglecommunication industry the data mining techeigu
optimize their network equipment infrastructure [2] can be used with success in application like: ntarke
Data mining techniques are successfully applied fomanagement, fraud detection and customer profiling.
finding hidden correlations, patterns and unexpmkcte
trends in very large datasets. The problem of dega

l. INTRODUCTION

users calling network profile and statistical cuali ll.  DATA MINING ON TELEPHONY DATA
information based on their calls it is essentialarious o ) ] )
applications. Data mining is the process of anatyzind The telecommunications industry is an industry that

automatically extracting interesting and previouslygenerates a lot of data due to the large numbghofie
unknown dependencies and relationships among datgalls that are made every second. For this resmouge of
leading to a better understanding. Data miningdesimed ~ data mining techniques in the industry has bersfici

methods for analyzing current and historical datarder ~ effects both in improving services and in providing
to predict future trends. important information for the operator.

Data mining uses a combination of techniques from There are a large number of data mining algorittivas
machine learning, statistics and database techieslog can be selected to process these data (k-meandpiRan
The most commonly used techniques in data minieg ar Forest, logistic regression, etc.). Nevertheless, fastest
artificial neural networks, decision trees, geneticahd commonly chosen for data processing algoriththe
algorithm, rule induction and the nearest-neighbok-means algorithm.
method. Each of these techniques analyzes data inK-Means algorithm is a heuristic algorithm and
different ways. therefore it does not guarantee finding the global

The data mining process usually consist of: joboPtimum. This issue keeps the phase of initiakraiof
understanding, data understanding, data preparatigiisters. Because it is a fast algorithm, it isoremended
process modeling, process evaluation and deploymef run the algorithm several times and in the éweduser
tasks [3]. The data cannot be used directly, it toabe ~ Must choose only one solution.
prepared. In order for the hidden usage patternbeto A pseudo-code for this algorithm can be observed
discovered, data processing is required. The nmygbit  below.
decision is related to choosing the summary feature 1 Step 0 Let O be a set of observations. An
(variables). Choosing the correct features leadato observation is a vector composed of several
efficient description components (metrics telephone).



2. Let C(n) be a set of clusters. The number n musgear’s records. Additionally, other tables contaiistomer
be provided by user and represents the number dafformation for each individual month. The firsttdaset
clusters needed to process these data. contains user records characterized by 24 attisbuthile

3. Step 1 Initialization: Choose random n the second one by 20 attributes. The measures rthose
observations from entire set O and initialize the'épresent the user attributes in our analysis esertbed
cluster members to these observations. below.

4. Step 2 Assign each observation from O set to the BelOW iS the ||St Of attl’ibutes inClUded in bOtHaiaetS:
nearest cluster. The distance between a cluster 1. Number of calls for different services used
and an observation can be a Euclidian distance, @oice, SMS, data): describe the frequency of usafge
Manhattan distance or another distance. each type of call. Calls are restricted accordingthe

5. Step 3 Recomputed the entire cluster set C(ngirecti_on Of Ca”: we W|” take intO COI’ISideI‘atiCIDnly
based on their subset of observation. outgoing calls. The total duration and the totainber of

6. Step 4 If there are any changes on members fror?\a”S describe the user’s activity level.
cluster set, go to Step 2

7. Final StepShow the structure of the clusters and * voice_out_calls — number of outgoing voice
classify the observations for each cluster. calls; .

The differences to the classical algorithm arisenfithe * sms_out_calls- number of outgoing SMS calls;
Step 1 and Step 2. Thus, for a faster convergehee,  data_out_calls— number of outgoing data calls;
clusters can be chosen to be uniformly distribuited
observation space. It is also common practice it@lize 2 Total Duration of calls:

clusters with members that are most representafithe
entire set of observations.

The Euclidean distance was chosen to run the * voice_out_duration — duration of outgoing
algorithm. For a better representation, all theadats voice cal!s, _ .
scaled in the range [0,1]. To do this scaling, dach of + data_out_size- size of -outgoing data calls;
the components that compose an observation, we
determine the maximum value. 3. Calling Behaviour by Day/Time of the day for

For an efficient running of the algorithm, the different call types: describes the calling bebaviof a

components that make up observations should not hger during a workday or weekend for different maw
redundant. It is difficult to identify the data relancy, ysed

because it requires additional processing thatesuit in
loss of important information. One possible solutim

this would be to apply an algorithm to identify iormnt * weekend_voice_out_calls aumber of outgoing

components (e.g. PCA - Principal Component Ana)ysis voice calls during weekends;

but this is not the part of this article. « weekend_sms_out_calls- number of outgoing
We mention that the main point of the article isfing SMS calls during weekend days;

available relationships between users and thathig we » weekend_data_out_calls- number of outgoing

wanted to analyze the initial data (gross - without data calls during weekend days;

alteration) with no changes. For this purpose, an - workdays_voice out_calls — number of

observation is made up of all the data collecteenfthe outgoing voice calls on working days;

mobile operator. .

workdays_sms_out_calls- number of outgoing
SMS calls on working days;
[ll.  EXPERIMENTAL SETUP ANDDATA INPUTS .
) . o . workdays data_out_calls- number of outgoing
The IP multimedia anq telecommunication industry data calls on working days;
generaltes a}nd. stores a h'ggl argoﬂné oflldata&nhhlle(rjafo « worktime_voice_out_calls — duration of
manual analysis is not possible. Call detall resanclude outgoing voice calls on working hours (8:00
descriptive information about each call made in a a.m. — 6:00 p.m.):
telecommunication network. Data mining algorithraket k ' o s (durati ¢ .
as source of information Call Detail Records (CDR’s * worktime_sms_out_calls (duration of outgoing
extracted during calls voice calls on working hours (8:00 a.m. — 6:00
' p.m.))

To uncover usage patterns, the information extdacte . .
requires data processing. The CDR reveals infoonait worktime_data_out_calls — duration  of
the level of individual phone calls. In data mining outgoing voice calls on working hours (8:00
applications the aim is to extract knowledge at the a.m.—6:00 p.m.);

customer level. One solution is to summarize thk ca « offtime_voice_out_calls — duration of voice

detail records associated with a user into a singperd calls made outside office hours;

that describes the user calling behaviour [2]. Tkers’ « offtime_sms_out_calls— duration of SMS calls

records (the attributes) are given as inputs tahisstering made outside office hours;

algorithm. « offtime_data_out_calls —duration of data calls
Data sets used for this analysis contain informmatio made outside office hours;

describing the calling behaviour of a user. Twoes saft
CDR data were drawn during a period of one year.
Collected data was saved in a table that contamentire



Attributes characteristic only to the first datat se  The centroids structure is also applied separabetie

describe the communication realized outside theort

yearly table in order to find, at a year level, viich
cluster the user belongs to.

4.  Outside the network communication or different D)  In the second analysis we calculated the strectu

call types: total number of calls for mobile, fike
international or roaming calls are added as atte#bin the
data set.

» roaming_voice_out_calls- number of outgoing
roaming voice calls;

e roaming_sms_out_calls— number of outgoing
roaming SMS calls;

e roaming_data_out_calls— number of outgoing
roaming data calls;

* internat_voice_out_calls —-number of outgoing
internet voice calls;

* internat_sms_out_calls— number of outgoing
internet SMS calls;

» mobile_voice_out_calls— number of outgoing
mobile voice calls;

» fixed_voice_out_calls — number of outgoing
fixed voice calls;

of the centroids for each monthly table and thepliag
the structure on that same table in order to fireusers-
clusters correlation. Results are compared withahes
generated in the first analysis.

C) A third analysis consists of creating a newedabl
which contains records from all the monthly tablEke
structure of the centroids is calculated basedhantable
and then applied to the other tables (the yeabietand
monthly ones).

For each of the method proposed we -repeat the
analysis above,—varying / alternating the number of
centroids to 4, 6, and 8.The number of centroids
represents the number of clusters in which thesust
be grouped after running the algorithm.

IV. EXPERIMENTAL RESULTS

The proposed experiments have been applied on one
year telephony records of a local company workmthie
computers and software industry. The analyzed helep
database stores more than 25,000 call detail recoed
month for around 150 employees. The database has be

The second data set are contains additional agsbu created importing the CDRs provided by telephony

that describe the calls realized for business mé&go

5. Business purpose calls: this information
extracted based on contacts which communicate tivéh
user.

* business_voice_out_calls number of outgoing

voice calls made for business purposes only;

* business_sms_out_calls— nhumber of outgoing
SMS calls made for business purposes;

* business_data_out_calls- number of outgoing
data calls made for business purposes.

Users’ records will be used as inputs for the eltisy
algorithm.

service providers through electronic invoices. The
imported CDRs have been preprocessed using a call
jsaccounting application called UniTEL
(http://unitel.lasting.rg/

A. Clusters stability

A number of 20 (test set 2) or 24 (test set 1)battes
have been extracted from the database for every
employee. The extracted test sets have been groofmed
4, 6 or 8 clusters of communication models, using o
year data set. Next, each month’s data set has been
distributed into the available clusters using thaimum
distance. For 6 clusters the one year data sedefeeral
users is presented in Fig. 1. Every cluster isasgmted by
a number and a color. Similar colors representlaimi

The K-means algorithm involves grouping users intdFlusters.

clusters and it is executed in two steps:

1. First, in order to find the centroids of theléatvhich
is provided as data input, we have to select & taisl well

as the number of centroids we wish to extract. Thasa

algorithm will display the structure of the — olntzd
centroids.

2. The second step involves determining to which

cluster the users belong to. A table is selected,msed
on the centroids structure generated in the fieg,sthe
users of that table are added to the appropriasterl

For both data sets there is one table which contaser
records for the entire year (yearly table), andalftes for

each month (monthly tables), describing the Usepos

communication made during that particular montlasdsi
on data in these tables, we conducted several ussig
various methods.

a) In the first analysis we calculated the strieinir
the centroids for the table which contains recartishe
entire year. Then, we applied this centroids stmgcbn
each of the tables that contain monthly data. €kaltis a
users-clusters correlation per month.
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Figure 1. One year clusters’ stability analysis

In Fig. 1 similar clusters are observed for evesgru
during the year. That means a user has the same
communication behaviour every month in the yeam&o



exceptions are observed for almost all users, dxrep In Fig. 4 the clusters are plotted by their voioe data
that can be correlated with changes in theiattributes. Employees in clusters 1, 4, 6 and Halouse
communication behaviour (e.g. vacancy periods @kpe or use less data communication plans, comparedtigéh
business activities). ones in 3 and 2 which are more data oriented. Téghic
in Fig. 5 shows the clusters by their messaging datd

B. Clusters analysis traffic attributes.

Next, we analyzed the clusters and the relatiowden
attributes inside clusters (Fig. 2). This analydlsws us
to identify similar characteristics of employeesewery
cluster. Aspects like preferred communication clehnn
(voice, SMS, data), length of communication (danati
size), time of communication (day hours) have beel
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Figure 5. SMS traffic vs. initiated data traffic
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Figure 2. Clusters’ centroids

The following graphics plot clusters by various plas weme
of attributes. Each circle represents a cluster iemdize
represents the number of elements contained lry Kig.

3, clusters are presented by their number of voatle and
SMS count. It can be observed a direct relationvéen
number of calls and number of messages for cludtefs

5 and 2. But employees in cluster 3 prefer SMS
communication unlike the employees in cluster 6ciwhi

prefer voice communication. ar
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200} C. Business analysis

In the end we tried to identify relations between
employees’ communication behaviour and their bissine
position or activity. We evaluated the job desdiptof
the employees in every cluster. In this analysisfouad
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Figure 4. Voice out calls vs. initiated data traffic



similar positions of the employees inside clustéfsr ERA), co-financed by the European Social Fund -
example in Fig. 2, cluster 2 (red) contains empésy@  Investing in People, within the Sectorial Operation
top management positions. Cluster 5 (orange) imdédr Programme Human Resources Development 2007-2013.
mainly by people that work in sales. Finally, carsi

(cyan) contains the less communicative people, the REFERENCES
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